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This paper presents an analytical solution for pressure-driven electrokinetic flows in planar micro-
channels with velocity slip at the walls. The Navier—Stokes equations for an incompressible viscous fluid
have been solved along with the Poisson—Boltzmann equation for the electric double layer. Analytical
expressions for the velocity profile, average electrical conductivity, and induced voltage are presented
without invoking the Debye—Hiickel approximation. It is known that an increase in the zeta-potential

leads to an increase in the flow-induced voltage; however, it is demonstrated that the induced voltage
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reaches a maximum value at a certain zeta-potential depending on the slip coefficient and the
Debye—Hiickel parameter, while decreasing rapidly at higher zeta-potentials. The present parametric
study indicates that liquid slip at the walls can increase the maximum induced voltage very significantly.

© 2010 Elsevier Masson SAS. All rights reserved.

1. Introduction

Microfluidic systems have become increasingly attractive in
a variety of engineering fields such as micro power generation and
biochemical processing due to recent advances in microfabrication
technologies. Precise control of such systems often requires
a complete understanding of the interaction between fluid
dynamics and the electrical properties of the microchannel; usually
referred to as electrokinetics. In every electrokinetic application,
finding the accurate distribution of the prevailing electric potential
is of fundamental importance, which is governed by the non-linear
Poisson—Boltzmann (P—B) equation in many cases. The linear form,
following the Debye—Hiickel (D—H) approximation, is only valid
when the electrical potential is small compared to the thermal
energy of the ions.

Different methods have been developed for the solution of the
P—B equation. Exact solution of the P—B equation between two
dissimilar planar charged surfaces is presented by Behrens and
Borkovec [1] in terms of Jacobian elliptic functions. A similar
approach has been employed by other researchers [2—5] for the
evaluation of streaming current and electrokinetic energy conver-
sion. Although this semi-numerical scheme is capable of solving the
non-linear P—B equation, the resulting potential filed cannot be
expressed in a closed form solution, and therefore, it is not suitable
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for fully analytical investigations of the flow field. There have been
several attempts to extend the analytical solution of the P—B
equation for a single flat plate [6] to a planar microchannel with
overlapping electric double layers (EDLs) [7—10]. However, such
a treatment requires a detailed examination of the key parameters,
which has not received proper attention in the literature. Dutta and
Beskok [10] derived an analytical expression for the velocity
distribution in mixed electro-osmotic/pressure-driven channel
flows based on Hunter's solution [6] for a flat plate. Min et al. [9]
studied the electro-pumping effects in electro-osmotic flows and
determined the flow rates both analytically and experimentally. In
their analytical treatment, Hunter's solution is employed and
a criterion for the applicable range of the solution is developed.
Oscillating flows in two-dimensional microchannels were analyti-
cally studied by Wang and Wu [7]. Their analysis is also based on
Hunter's non-linear P—B solution and velocity profiles are pre-
sented for thin EDLs; however, the conditions for the validity of the
solution are not clearly discussed.

For highly overlapped EDLs, the use of the Boltzmann equation
may lead to inaccurate potential distributions as indicated by Qu
and Li [11]. Yet, there are various studies involving strongly over-
lapped EDLs (K < 10) in which the P—B equation has been used
[1-3]. For these cases, a new set of governing equations and
boundary conditions such as the charge regulation model have
been proposed [11—14], where chemical equilibrium conditions in
conjunction with overall charge and mass conservation of the ionic
species are considered. However, the analytical treatment of these
models is limited by the Debye—Hiickel approximation [11,12].
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Nomenclature

B ratio of ionic pressure to dynamic pressure,
B = karefno/PU

D species diffusion coefﬁc1ent [m?/s]

e elementary charge, e = 1.602 x 10~19 [(]

E, induced voltage, Ex = E,/(¥ref/H)

H microchannel height [m]

I electric current density, I = I" /Lref

Lyef reference current density, ler = pe refUres [C/m? s]

Js Je local streaming and conduction current densities,
J= ]*H/Iref

K dimensionless Debye—Hiickel parameter, K = kH

kp Boltzmann constant, k, = 1.381 x 10723 [J/K]

L microchannel length, L = L*/H

no bulk ionic concentration [ions/m?]

P pressure, P = P*/pUZ

qs surface charge density, ¢s = q; /Hpe ref

Re Reynolds number, Re = pU,sH/u

Sc Schmidt number, Sc = u/pD

T absolute temperature, T = T" /Tref

Trer reference temperature [298 K]

u axial velocity, u = u" /Uy

Urer reference velocity, Uy = (—dP" /dx*)Hz/Su [m/s]

Us slip velocity at the wall, us = u;/ Urer

X,y Cartesian coordinates, x = x"/H,y = y*/H

z valance number of ions for a symmetric electrolyte,
z=lzf| =z | =

Greek symbols

6 slip coefficient, § = ﬂ* /H
0 electric potential gradient at mid-plane,
0 = (dy/dy)y_1,2
€0 permittivity of vacuum, &g = 8.854 x 1012 [C/Vm)]
& relative dielectric constant of the electrolyte, &, = 78.5
¢ induced electric potential, ¢ = qb* [Vref
K Debye—Hiickel parameter,
K = ze<2no/ereokbrref)”2 (m~1]
u dynamic viscosity [Ns/m?]
p fluid density [kg/m?]
Pe net electric charge density, p, = p, /Pe.ref
Pe,ref reference charge density, p, o = zeng [C/m3]
Oe local electrical conductivity, g, = O'Z,/Jref
Gay average electrical conductivity at cross-section,
Oav = UZV/Uref
Oref reference conductivity, o,r = Dz2e%ng /kyTyer [1/Qm]
Y electric potential, ¥ = ¢ /‘//ref
U4 total electric potential, ¥ = ¥" /Vref
Yref reference electrical potentlal Vier = kpTrer/ze [V]
4 zeta-potential, { = ¢ [Vref

Superscnpts and subscripts
dimensional quantity

! derivative d/dy

c mid-plane value

w at the wall

Experimental studies, which are well reviewed by Neto et al.
[15], have shown the existence of significant liquid slip at the walls
when low-energy (hydrophobic) surfaces are involved even at low
Reynolds numbers (Re < 10) [16—20]. Although slip is expected to
occur preferentially over very smooth and poorly wetting surfaces,
experiments on a variety of solid/liquid interfaces provide evidence
of slip lengths up to micron levels in microchannels [17,18]. Slip
over rougher walls is attributed to the presence of nano-bubbles
trapped on the surface [15], and it is reported that hydrophobic
surfaces enhance bubble formation [21].

Recent molecular dynamics simulations of water/solid inter-
faces indicate that the charged distribution is well approximated
with the Poisson—Boltzmann equation in the presence of hydro-
dynamic slip [22]. Despite the fact that surface charge is expected
to promote wetting and reduce slip, experimental observations
indicate the presence of significant slip even over highly charged
surfaces [4]. Furthermore, Bouzigues et al. [23] presented exper-
imental evidence for slip-induced amplification effects on the
wall zeta-potential. It was demonstrated that slip leads to
amplification of the zeta-potential by a factor of (1 + (K), which
indicates considerable increase in zeta-potential especially for
larger K. This fact is also confirmed by the theoretical model
presented by Chakraborty [24] based on the free energy for binary
mixtures.

Slip effects have been studied in microchannel flows, and the
results indicate an increase in the mass flow rate and considerable
reduction in the applied voltage for electro-osmotic flows [25].
Recently, Park and Choi [26] and Park and Kim [27] studied electro-
osmotic flows through hydrophobic microchannels employing an
experimentally determined slip velocity at the walls and developed
a method for the simultaneous evaluation of the zeta-potential and
the slip coefficient.

Electrokinetic flows have been mostly studied in the context of
electro-osmotic flows, which involve applied electric fields but no

externally applied pressure gradients. In electro-osmotic flows, the
induced electric potential due to fluid motion is negligible in
comparison to the applied electric potential. On the other hand, in
purely pressure-driven flows, a significant electric potential can be
generated due to the motion of charged fluid particles, which is
called the streaming potential. This potential serves as the basis for
possible micro-scale power generators or batteries. The efficiency
of such systems is generally low and depends on the fluid proper-
ties and the channel geometry [2,28—30]. Larger efficiencies can be
achieved when the overlapped EDL regime is considered. However,
as mentioned earlier, the P—B equation is not consistent with the
true physics of such problems, despite the fact that it has been used
by several researches [1-3].

Rather limited information is available in the literature
regarding the zeta-potential { effects on the streaming potential in
purely pressure-driven flows [31—33]. Mirbozorgi et al. [31] per-
formed analytical and numerical studies on the induced potential
in planar microchannels. Their results show that, in fully-developed
flow, the induced potential increases linearly along the micro-
channel at a fixed zeta-potential. However, the induced voltage
varies in a non-linear manner with { such that a maximum voltage
is developed with a certain zeta-potential. They have also used the
Debye—Hiickel approximation in their analytical treatment, which
limits the validity of their results to relatively small zeta-potentials.
Similar behavior has been reported for flows with variable prop-
erties by the numerical study of Hwang and Soong [32]; however,
the effect of slip on the induced voltage was not considered in
above mentioned studies.

Slip effects on the streaming potential have been studied in
the context of electrokinetic energy conversion efficiency in nano-
channels with highly overlapped EDLs. Davidson and Xuan [2]
numerically studied the electrokinetic conversion efficiency with
slip in nanochannels using the Jacobian elliptic function for the
potential field. A similar study has been performed by Ren and Stein
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[4], where strong enhancement in the energy conversion efficiency
has been found in the presence of slip. It must be emphasized that
these studies have been carried out for cases where an external load
is applied and the net ionic current is not zero, in contrast to seeking
the maximum induced voltage with zero net ionic current.

In the present work, the effects of liquid slip at the walls on
the streaming potential are studied. Analytical expressions are
developed for the velocity field and the induced voltage without
invoking the Debye—Hiickel approximation. The model used here
is based on the non-linear P—B solution for an electrolyte over
a single flat plate, which is extended to a planar microchannel.
This approach has been previously employed for channel flows,
while the precise validity conditions have not been thoroughly
examined in the literature. In addition, the commonly ignored
variation of electrical conductivity with zeta-potential is exam-
ined, and whenever appropriate, the consequences of using the
D—H approximation are assessed since it is widely used in the
literature.

2. The Poisson—Boltzmann equation

Consider the pressure-driven laminar flow of an electrolyte
solution between parallel plates (planar microchannel) as shown in
Fig. 1. Electrically neutral liquids may have a distribution of elec-
trical charges near the microchannel walls, known as the electric
double layer (EDL). The EDL is primarily a surface phenomenon,
which tends to affect the flow field when the typical dimension of
the channel is comparable to the EDL thickness. According to the
theory of electrostatics, the relationship between the total electric
potential ¥ and the local net charge density per unit volume p, at
any point in an electrolyte solution is described by the Poisson
equation:

VW = —K?p,/2 (1)
In general, the total electrical potential can be expressed as:
V=y+¢ (2)

where ¥ is due to the EDL at an equilibrium state (i.e., no liquid
motion and no externally applied electric field) and ¢ is the flow-
induced electric potential. It can be shown that for fully-developed
conditions, the electrical potential variation in the flow direction
can be at most linear [31]. Therefore, ¢ = —Exx where
Ex = —a¥/ox is the strength of the electric field. Based on the
Boltzmann distribution of charges in the EDL, and in the absence of
non-electrical work, the net charge density is given by:

pe = —2sinh(y) 3)

Substitution of Eq. (3) into the Poisson equation leads to the
well-known Poisson—Boltzmann equation:
ey K? sinh(y) (4)
dy?

Upper wall: B, {

<4— T

y LP
X, u Bottom wall: B, {

Fig. 1. Planar microchannel geometry and the coordinate system.

where K = kH = zeH(2ng/ereokpTrer)'/> is the dimensionless
Debye—Hiickel parameter which is independent of the wall prop-
erties and is determined by the electrolyte and the geometric scale
of the problem. The electric potential distribution is obtained by
solving Eq. (4) subject to appropriate boundary conditions. Subse-
quently, the charge density distribution p, is determined from Eq. (3).

3. The electric potential field

An explicit analytical expression for the electric potential field
is highly desirable in any electrokinetic flow problem. Yet, due to
the non-linear nature of the Poisson—Boltzmann equation,
a simple closed form solution even in simple microchannels has
not been developed. A very common simplification involves the
Debye—Hiickel approximation sinh(y)=Y, which is obviously
reasonable only for small ¥. Hunter [6] developed a closed form
solution for flow between parallel plates using an overlapping
strategy based on the solution of the P—B equation for a single flat
plate. However, this solution requires the numerical evaluation of
some integrals, which prevent a simple closed form solution that
can be directly used in the calculation of the velocity and electric
fields. As a remedy, it will be shown here that the solution of the
non-linear P—B equation for a flat plate can be adjusted for planar
microchannel flows through some modifications to the boundary
conditions.

For completeness, some common solutions that are applicable
to flat microchannels are given in Table 1 along with the applied
boundary conditions and their validity requirements. The
Debye—Hiickel approximation has been employed in the first and
second solutions, which limits their applicability to small zeta-
potentials. The second solution is further limited to very thin EDLs
or large values of the dimensionless Debye—Hiickel parameter,
ensuring that the channel mid-plane potential is essentially zero.
The third solution is an adaptation of the idea proposed by Philip
and Wooding [34] for large zeta-potentials, which was originally
developed for the calculation of the potential distribution in
cylindrical geometry. Some comments about the accuracy of this
solution will be made later. The fourth one, which has been
reported by Hunter [6], is an explicit solution to the non-linear P—B
equation for a single flat plate subjected to the condition that the
potential distribution asymptotically goes to zero far away from the
plate. There is no limitation on the value of the zeta-potential. This
solution can also be expressed in the following form, which is more
useful for the present study:

tanh(y/4) = tanh({/4)exp(—Ky) (5)
Table 1
Solutions of the Poisson—Boltzmann equation ¥/’ (y) = «2f(y).
Case f) B.C. Potential distribution y(y) Limitations
_ ¢ ¢ _K
1) D-H v &,((“1)) o % <1
Approx. 2) = cosh(3)
_ ¢ (sinh(—Ky+%
2)D-H ¢ w)) = 5(7}1’{’2) Kl <1
Approx. 2 sinh(3) K>1
) 2 .
Hlarget -2 YO =% omfexp() +4] €0
2 Vi) =0
Approx. K>1
_vr s _
4) No D—H sinh (y) &,(g)) — L"(s 21In w Contour
Approx. &= 1 - tanh(3)exp(—Ky) maps in
Fig. 2

0 = —2K sinh(%)
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For a planar microchannel with coordinates as shown in Fig. 1, it
is obviously required that dy/dy = 0 at mid-plane (y = 1/2) due to
symmetry. This condition is clearly not satisfied by this solution,
and therefore, some elaborations on the boundary conditions are
required to make it approximately suitable for the present problem.
In general, the channel mid-plane electric potential ¥, is not zero
except for very thin EDLs. Therefore, modified boundary conditions
are considered here as:

y=1/2:¢y =ycanddy/dy = ¢ (6)

There are more boundary conditions than required; however,
these can be related using dy//dy = —2K sinh(y/2) obtained from
Eq. (5). Hence, it follows that:

0 = —2K sinh(y,/2) (7)

Furthermore, a constraint on the physical parameters can be
obtained by applying Eq. (5) at the mid-plane; that is:

tanh(y/4) = tanh({/4)exp(~K/2) (8)

Equation (8) along with the Eq. (7) provides the required criteria
for the ranges of K and { where Eq. (5) can be applied with
reasonable accuracy to a channel flow. Equation (8) has been
plotted for three different values of Y. in Fig. 2. From this figure,
bounds for the zeta-potential and the dimensionless
Debye—Hiickel parameter can be determined when the mid-plane
Y is specified. The region above each line indicates the applicable
values of the D—H parameter and zeta-potential for which the mid-
plane potential is less than the specified ¥ curve. For example, with
a zeta-potential of 100 mV, the dimensionless Debye—Hiickel
parameter must be larger than 22 for the electric potential at the
mid-plane to be smaller than 0.001 mV. It is seen that the
constraint is almost independent of { for large wall potentials.

As mentioned earlier, Dutta and Beskok [10] employed Eq. (5)
for the potential distribution in a flat microchannel. However, the
range of zeta-potential where this solution is applicable was
restricted to \C*| < 25mV. Fig. 2 indicates that the solution is
applicable for this geometry when |C*| < 25 mV if Kis large enough.
Min et al. [9] proposed a similar contour map but there are some

40 mV
— — — lyll=10
| e ‘\K' =0.1
— [y:| =0.001
30
y e
20F
:/'
T IlllllllllllIIIIIIIIIIIIIIIIIIIIIII
ok
0"‘
3
-~ - -
0 Z 1 | 1 | | | ) |
0 50 100 150 200
1L’ (mV)

Fig. 2. Contour map associated with Eq. (8).

30F
\ mV
L ¢=-25
\ e ¢ =-75
| —-—- =275
g 20
E \
= \
*(/O | \‘
\ \
N
0
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NN
i \\\
N ‘\
\\\~
ok = -
Al I Lol I Lol
10° 10' 10°

Fig. 3. Mid-plane electric potential gradient 6" as a function of K for different values of
the zeta-potential.

uncertainties about their results since they have obtained a non-
zero mid-plane potential for { = 0.

For this approximate solution, it is important to see how well
dy/dy = 0 is satisfied at mid-plane. In Fig. 3, 6 = dy/dy is plotted
as a function of K for different values of {*. It is observed that for
K> 10, 0 is essentially zero for all zeta-potentials, and thus, the mid-
plane boundary condition is well-satisfied. In addition to the
boundary condition, the solution accuracy throughout the domain
has been examined. In Fig. 4, the normalized electric potential
distribution is plotted for K = 10 and 20 for {* = —75 mV. It is seen
that the solution expressed by Eq. (5) coincides with a full
numerical solution of the Poisson—Boltzmann equation (obtained
with a 4th order Runge—Kutta method), except in the core region
for K = 10. It is also notable that the Debye—Hiickel approximation

0.5 ™,
L {'=-75mv
i V,,=257mV
04
03 -
> i
02
B Numerical (Runge-Kutta)
01 | ssssnuaas no D-H App. (Eq.5)
L —  —  D-HApp. (Cosh)
0 riul Ll Ll Ll [ EEN
10" 10° 10° 10" 10°
v/

Fig. 4. Comparison of different analytical solutions with the full numerical solution.
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100

| (mV)
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C

Fig. 5. Comparison of analytical and numerical solutions for the mid-plane electric
potential.

leads to a clear deviation from the numerical solution throughout
the solution domain, while it satisfies the mid-plane boundary
condition of dy/dy = 0. As indicated by Fig. 3, the analytical
solution (Eq. (5)) satisfies the mid-plane boundary condition at
larger values of K more accurately, which is also reflected in Fig. 4.
This is also confirmed by Fig. 5 where the mid-plane values of the
electric potential Y have been plotted for a wide range of the D—H
parameter. The calculated values of Y. approach the numerical
predictions when K > 10, essentially independent of {.

In order to compare different solutions of the P—B equation
listed in Table 1 at large zeta-potentials, a value of {* = —150 mV has
been considered. The potential distributions across the channel for
K = 20 are presented in Fig. 6. The solution offered by Oyanader

0.2
!: K=20, {" =-150 mV, v, =25.7 mV
‘ Numerical [35]
| e Numerical (Runge-Kutta)
0.15 & — — no D-H App.
: — - —- - D-H App. (Cosh)
> 0.1
0.05
0
| 1 | 1 | 1 | 1 |
0 0.25 0.5 0.75 1
v/g

Fig. 6. Comparison of different solutions given in Table 1 with the numerical
predictions.

et al. [35] has been developed numerically following their proposed
iterative numerical procedure. Despite the fact that their solution is
claimed to be valid at high zeta-potentials, this figure shows that it
agrees well with accurate numerical solution only in the region
close to the wall, while in the core, it approaches the solution based
on the D—H approximation, which is known to perform poorly at
high zeta-potentials. However, their solution performs reasonably
well at zeta-potentials less than about 75 mV. Note that the
analytical solution given by Eq. (5) shows excellent agreement with
the full numerical solution of the non-linear P—B equation at high
zeta-potentials as well.

4. The flow field

The solution to the non-linear P—B equation discussed above
has been employed for the analytical treatment of slip effects in
pressure-driven flows. As will be shown later, the performance of
the Debye—Hiickel approximation for the prediction of the induced
electric field and the associated velocity profile deteriorates further
in the presence of slip. For the case of a steady fully-developed
liquid flow through a planar microchannel, the equation of motion
reduces to:

d’u”  dp” *
——— ———~+Bp.E, =0 9
/J’dy*z dx* + pe X ( )
Using the classical Poiseuille-flow maximum velocity

U = (—dP"/dx")(H?/8u) as reference, and introducing the charge
density from Eq. (1), the momentum equation takes the form:

d?u  2BReEy (d%p) g

a2~ k2 \ay?

(10)

where B = karefno/pref is the ratio of osmotic pressure to
dynamic pressure. Noting that E, is constant under fully-developed
conditions, and solving Eq. (10) with slip at the walls (u = Bdu/dy)
and symmetry at mid-plane (du/dy = 0), the following velocity
profile is obtained:

u = 4y(1—y)—4G( ‘é/)+4ﬁ<161(2qs> an

2

where G = BReEx{/2K? and qs = .].01/2 pe(y)dy = —2¢/(0)/K? is the
charge density at the wall. The first term in Eq. (11) is due to the
applied pressure gradient. The second term represents the contri-
bution of the EDL to the velocity profile and the third term reflects
the slip effect. However, the coefficient G is indirectly related to the
slip effect through the resulting induced voltage. From Eq. (11), the
slip velocity at the wall is found to be:

2
Uus — 4ﬂ<1 —chqs) - 43(1 _%) (12)

For all cases considered here, the following parametric values
have been used unless otherwise stated: Re = 1, K = 40, ¢ = 78.5,
p=10°kg/m> p=10"3Ns/m? D=2 x 10 °m?/s,e = 1.602 x 10~ 1°C,
np = 6.022 x 10?1 ions/m>, T = T,e;= 298 K and z = 1. Using these, the
relevant parameters can be calculated according to Sc = u/pD,
Yref = kpTrer/2e,k = ze(2ng/ereokyTrer) /%, H =Kk, L* = 10 H', Ure=
uRe/pH", B = l‘bTreWO/pU%eﬁ AP = 8L/Re and P* = PpU?ef resulting
in Sc =500, Y,f = 25.7mV, « = 1.04 x 10’ m~!, H" = 3.85 um,
L"=38.48 um, Uref= 0.26 m/s, B=0.37, AP = 80 and AP" = 5.40 kPa.

In Fig. 7, slip velocities have been plotted as a function of the
zeta-potential for three different slip coefficients (. The slip
velocities have their maximum values at { = 0 and approach zero
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Re =1, Sc =500, K =40, y

ref

=25.7mV

0.4

0 50 100 150 200
1€’ (mV)

Fig. 7. Slip velocity as a function of zeta-potential for different slip coefficients.

with increasing zeta-potential for all 5. A similar behavior can be
observed in Fig. 8, where the velocity profiles are plotted for various
zeta-potentials and a slip coefficient of § = 0.05 while the other
flow parameters remain the same as in Fig. 7. Mathematically, slip
reduction with increasing zeta-potential can be explained with the
help of Eq. (12). In this equation, it can be shown that the second
term in the brackets is always positive and approaches 1 at large .
Physically, this effect can be attributed to a stronger binding of the
counter-ions to the wall at larger values of {, which reduces the
mobility of these ions and thus opposes the slip effect at the wall.
Fig. 7 also indicates that the slip velocity is almost independent of
@ for zeta-potentials larger than about 150 mV, while for small \C*|,
the slip coefficient affects the slip velocity very significantly.

The performance of the Debye—Hiickel approximation weakens
in the presence of slip as demonstrated in Fig. 9, where the slip

Fig. 8. Effects of zeta-potential on the velocity profile.

0.25 Re =1, Sc =500, K = 40

Foy,=257mV, { =-75mV

0.2 F -~

7

0.15 |- e

01 - 0/
/ semmmmmns 1o D-H App.

4 —— —— Numerical
0.05 -
D-H App. (Cosh)
0 1 1 1 1 1 1 1
0 0.025 0.05 0.075 0.1

B

Fig. 9. Slip velocity predictions based on different Poisson—Boltzmann solutions.

velocity is plotted as a function of 8 for {* = —75 mV. The solution
based on the D—H approximation over-predicts the slip velocity for
all 6, while the solution given by Eq. (5) shows excellent agreement
with the full numerical solution of the non-linear P—B equation.

In Fig. 10, velocity profiles with and without the EDL and slip
effects are shown for {* = —75 mV. A comparison between these
profiles indicates that the induced voltage opposes the pressure
effects, which is more striking in the presence of slip. Therefore, slip
can play a more significant role at lower K and higher { where
stronger EDL effects are present in the flow domain.

5. The induced electric potential

Fluid flow due to an applied pressure gradient in a microchannel
results in a down-stream flow of counter-ions concentrated near the
channel walls. This causes an electric current (streaming current) in

1 ~ K=40,B=0.1,Re =1, Sc =500
i C =-75mV, Y= 25.7mV
0.8 I~ -
i AN
N \
0.6 I PD, no EDL, no Slip \ \
— — - PD,noEDL+Slip \ \
> [ eemmennenn PD +EDL, no Slip j /
04 ——- - PD +EDL + Slip / y
PD : pressure driven / Y
s s
0.2 |- -
7
0 —
| I | I | I | I |
0 0.4 0.8 1.2 1.6

Fig. 10. Slip and EDL effects on the velocity profile.
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Table 2

Average conductivity, surface charge density and induced voltage expressions corresponding to the potential distributions given in Table 1.

Case Average conductivity (ggy) Surface charge density (qs) Induced voltage (Ey)
! > ol 8 [ 180 96, tanh(w)
BReC|Nw2 — 1 + ‘a“h““) + (1 + 48)tanh? (w)
2 2 2ycoth( ) h
8 1 200) 1 280 coth(w)
5 BRe{|Nw?2 — 1 + “’“‘ ©th(©) 1 (1 4 46)coth? ()
3 6(377 - ) ——e2 i[ o B 260 exp(—%) }
X 4 ¢ BRe| (o> +2)(—1 + exp(—3)) + 48exp(-{)
& A ol ( ) » S‘““(i) 8 ¢~ (#)S(0) + 4Bw sinh(§)
BRe|N(w)? + (32)sinh?(§) + 166 sinh?(5)
Kk 200 S© 2 tanh ) 1 2(¢ 1 4(C 1 6(¢
w=35N= BScReZ”Z (9) IZ 412 = Ztanh 7 +Etanh A +%tanh i+

the flow direction with a density of Js(y) = pe(y)u(y) per unit area.
The streaming potential, or the induced voltage associated with this
streaming current, establishes a current in the opposite direction
called the conduction current with a density of
Je(y) = (Ex/ReSc)oe(y) where g.(y) = 2 cosh(y) is the electrical
conductivity. For steady fully-developed conditions, the cross-
sectional average of the electric current in the flow direction must
be equal to zero. That is, the streaming current density must be
balanced by the conduction current density, which can be expressed
in non-dimensional form as follows:

1/2
Exoq,
2 [ peyuiidy + o5 — 0 (13)
0

where a4y is the average electrical conductivity at any cross-section
given by:

1/2 1/2 12 5

Gay = 2/ ge(y)dy = 4/ cosh(y)dy = 2+2/ (K)
(14)

The last equality in Eq. (14) follows from the first integration of
Eq. (4). It can be also shown that cosh(y) = 1 — (¥//K)sinh(y/2),
which leads to:

Oay = 2 +%sinh2(z/4) (15)

It should be noted that the second term in the Eq. (15) is
frequently neglected in literature and the dependency of ¢4, on { is
generally ignored. Substituting u(y) into Eq. (13) and employing the
mathematical properties of the P—B equation similar to those used
in Eq. (14), the induced voltage E, can be expressed as:

g _ 8K =2 Jo > ydy +BK?qs/2+6(1+4) /4
BRe \ sl +4 13 2 (V) dy+ BK4G3 + 40 (v — 3 +6K2as)
(16)

For K < 10, according to Figs. (3) and (5), both y and ¢ approach
zero. Thus, Eq. (16) becomes:

8K2( (-2 [3/*ydy + BK2qs/2
B = Bre | e 172 (y 2 (17)
ke T4 )0 (W ) dy + BK4qg

The final expression for the induced voltage is obtained
upon substitution of the potential distribution ¢ from Table 1

into Eq. (17) and performing the integration. This final form
is given in Table 2 along with other important parameters
employed in Eq. (17).

In the literature, it is commonly assumed that ¢4, = 2 for small
values of { based on the first order approximation cosh(y)=1 in
Eq. (14). Fig. 11 indicates that this assumption is valid for zeta-
potentials up to about 50 mV. It should be noted that a closed form
expression for og, cannot be obtained when the Debye—Hiickel
approximation is employed (case 1), while the analytical treatment
of the problem without this approximation leads to the closed form
expressions given in Table 2. Mirbozorgi et al. [31] have also
examined case 1 subject to the no-slip condition § = 0 and reported
that o4, = 2 is problematic in the calculation of Ey. It was found that
more accurate results can be obtained by evaluating o4, through
a numerical integration of Eq. (14) using the potential distribution
associated with this case. A similar procedure has been adopted in
the present study for evaluating o, for case 1. As shown in Fig. 11,
o4y based on the present solution (case 4) agrees well with the
numerical result even at large zeta-potentials. For zeta-potentials
higher than about 100 mV, electrical conductivity varies expo-
nentially with the zeta-potential. Fig. 11 also shows that the D—H
approximation leads to a very significant over prediction of elec-
trical conductivity at higher .

’ i
— — Numerical (Runge-Kutta)
' assssssasas no D-H App. (Eq. 15) /' :J
————— D-H App.(Eq. 14) /' /'
6 | — D-H App. (Cosh) s

av
~
\

| i
5 .__..---o""‘““."
TR T T R NN Y TN TN TN NN SN MO TN T Y TR SN S A |
0 50 100 150 200
1€ I(mV)

Fig. 11. Average electrical conductivity as a function of zeta-potential.
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| —— D-H App. (Cosh) /'
(e p— noD-HApp. /
—— —— Numerical

Iq gl

0 50 100 150 200
1’1 (mV)

Fig. 12. Surface charge density as a function of zeta-potential.

Fig. 12 shows the surface charge density gs as a function of the
zeta-potential with and without the Debye—Hiickel approximation.
The surface charge density is introduced to the problem through
the slip boundary condition when expressed in the form of
a velocity gradient, us = (du/dy|,,. Therefore, in the absence of slip
or when ug is specified directly, gs does not appear in the velocity
profile, and consequently, in the induced voltage, Eq. (17). Fig. 12
shows that the D—H approximation leads to an accurate predic-
tion of gs only for zeta-potentials lower than about 50 mV.

In Fig. 13, the variations of induced voltage for two different
values of K have been compared to the solutions given in Table 2
when velocity slip is absent. Despite the differences in the math-
ematical expressions for cases 1 and 2, their numerical values are
essentially identical for K > 10. This figure shows that a larger
potential is induced with lower values of K (thicker EDL), and more

0 B=0,Re=1,Sc=500,y, =257mV
— — — — DH App. (Cosh)
L «sssssaes DH App. (Sinh)
no DH App.
K =20 ———— Numerical
20 = \
/2 i
7 N
- N
53] = N
= N
\0
K =40 S
10 - N
\0
/ -
T n ey \0
L -‘.*.\ >
~. =
~—
O||||||||||||||||||||
0 50 100 150 200
Il (mV)

Fig. 13. Induced voltage variations under the no-slip assumption.
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L o,
//‘ \.\
— 30| ’ s,
x N
m ] “~
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Fig. 14. Induced voltage variations in the presence of slip.

importantly, Ey decreases rapidly with increasing zeta-potential
after reaching a maximum value. This reduction is due to the
exponential increase in electrical conductivity at higher zeta-
potentials (see Fig. 11) that opposes the induced voltage by
increasing the conduction current. At high zeta-potentials, strong
conduction currents basically cause the induced voltage to vanish.
It is also observed that as K decreases, maximum E, occurs at
lower ¢.

Slip is expected to increase the induced voltage by enhancing
advection near the wall. In Fig. 14, the induced voltage variations as
a function of zeta-potential are plotted for the same conditions as
those in Fig. 13 for a slip coefficient of § = 0.05. Almost an 100%
increase in the maximum induced voltage is observed at this slip
coefficient. Both figures indicate that the Debye—Hiickel approxi-
mation deviates from the numerical solution at zeta-potentials
higher than 50 mV. The deviation occurs at even lower values of {

30~ K =40,Re =1, Sc =500, y ;=257 mV
L — B=0
— — - B=0.05
'.' “.. seereenas B=0.10
20 |
s -~ "“
Tw .'. s N ",
=t S N
S N
, N.,
wFE - N,
s/ .
S/ .,
P X
7
0 1 | 1 | 1 | 1 |
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11 (mV)

Fig. 15. Induced voltage as a function of zeta-potential for various slip coefficients.
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Fig. 16. Slip effects on the streaming and conduction currents.

when slip is present. It is seen that the induced voltage is under-
estimated with the Debye—Hiickel approximation even in the range
of its validity.

To further clarify the effects of slip on the induced voltage, three
different slip coefficients have been considered in Fig. 15. The flow
parameters are the same as those in Fig. 14. As expected, slip
dramatically increases the induced voltage, which is also accom-
panied by shifting the point of maximum voltage to lower zeta-
potentials. For example, at {* = —100 mV, this figure shows that the
non-dimensional induced voltages are 6.8 and 22 for cases without
and with slip (8 = 0.1), respectively. For the microchannel data given
in section 4, these values correspond to 45.3 mV/mm and 147.2 mV/
mm; and for an applied pressure difference of AP* = 54 kPa, the
induced voltages are found to be 1.74 V and 5.67 V, respectively, over
the length of microchannel. From Figs. 14 and 15 it is clear that the
values of the maximum voltage and their locations are strongly
dependent on the slip coefficient as well as K. Increasing K reduces
the maximum induced voltage and shifts its location slightly to
higher zeta-potentials, which is in contrast to the slip effects.

Finally, the cross-sectional distribution of the electric current
density and its components are compared for cases with and
without slip in Fig. 16. The streaming current density J; depends on
the net charge density and the flow velocity according to
Js(¥) = pe(y)u(y). For the no-slip condition, zero-velocity at the wall
leads to Jsw = O despite the maximum charge density there. For
large K, the streaming current density vanishes rapidly away
from the wall as the net charge density vanishes. Therefore, for the
no-slip condition, the maximum streaming current density is
encountered close to the wall as seen in this figure. In the presence
of slip, the fluid at the wall is in motion, and hence, the maximum
streaming current density occurs in the immediate vicinity of the
wall. This leads to a major increase in the cross-sectional average of
the streaming current density as described earlier.

6. Conclusions

In this study, the conditions under which the non-linear P—B
solution for the electric potential field in an electrolyte solution
over a single flat plate can be extended to a planar microchannel

have been examined. The validity ranges of the key parameters
where this solution can be accurately applied have been identified.
Employing this solution, the Navier—Stokes equations were solved
for pressure-driven flows in the presence of velocity slip at the
walls. Analytical expressions for the velocity profile, induced
voltage, average electrical conductivity, and surface charge density
are presented without invoking the Debye—Hiickel approximation.

It is shown that the induced voltage reaches a maximum value
at a specific zeta-potential depending on the slip coefficient and the
dimensionless Debye—Hiickel parameter, while decreasing at
higher zeta-potentials due to a rapid increase in the average elec-
trical conductivity, which is highly underestimated when the
widely used Debye—Hiickel approximation is invoked. Present
study shows clearly that the induced voltage increases very
significantly with velocity slip at the walls, which indicates that the
efficiency of microfluidic power generators/batteries can be greatly
improved through the use of hydrophobic surfaces.
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